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Abstract: The original and modified versions of the advection-aridity (AA) model of regional evapotranspiration are tested with data from the Solar and Meteorological Surface Observation Network (SAMSON). The resulting long-term mean annual evapotranspiration estimates are validated against water balances of 25 watersheds that are minimally affected by human activity and contain at least one SAMSON station, as well as with similar closures of SAMSON-station/gridded precipitation and runoff. In general, model performance is very similar among the two versions, explaining at least 80% of the spatial variance in the long-term means, simultaneously remaining well within 10% of the water balance-based values in their station-averaged long-term mean annual evapotranspiration estimates. The modified AA model, however, can be used in humid as well as in arid regions with the same set of calibrated parameters, whereas the original AA model may require a recalibration.
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Advection-Aridity Model and its Modification

Brutsaert and Stricker (1979) proposed the advection-aridity (AA) model of regional evapotranspiration based on Bouchet’s (1963) complementary relationship (CR), which expresses actual evapotranspiration (E) as a combination of the wet environment (Ew) and potential evapotranspiration (Ep), or

\[ E = 2E_w - E_p \]  

(1)

The CR assumes constant energy availability (Qs) for sensible and latent heat fluxes at the evaporating surface. Because Ep is often related to the evaporation rate of an evaporation pan and because the underlying physical processes are the same (i.e., a phase change from liquid to vapor), whether the source is an open water surface or the stomata of plants, the above-mentioned terms are henceforth referred to by dropping the transpiration reference (Brutsaert 1982). In the AA Ew is estimated by the Priestley–Taylor (1972) equation

\[ E_w = \alpha Q_s \delta / (\delta + \gamma) \]  

(2)

where \( \gamma \)=psychrometric constant; \( \delta \)=slope of the saturation vapor pressure curve at actual air temperature (T); and the parameter \( \alpha \) typically lies in the range 1.1–1.4. Ep (mm day\(^{-1}\)) in AA is defined by the Penman (1948) equation as

\[ E_p = Q_s \delta / (\delta + \gamma) + f(u)(e^* - e)\gamma / (\delta + \gamma) \]  

(3)

where \( e \) and \( e^* \)=actual and saturation vapor pressure, respectively, with the latter taken at \( T_\alpha \) and \( f(u) \)=wind function traditionally specified as

\[ f(u) = 0.26(1 + 0.54u_2) \]  

(4)

with \( u_2 \) being the mean horizontal wind speed at 2 m above the ground. The empirical constants require that the wind speed be given in meters per second, vapor pressure in hPa (10\(^2\) Pa), and \( Q_s \) in water equivalent millimeters per day. Because the Penman equation works with daily average values, the \( Q_s \) can be taken as the net energy, \( R_n \), for the day.

Kahler and Brutsaert (2006) extended the AA to use class-A pan evaporation rates for \( E_p \), rewriting the CR as

\[ E = (1 + 1/b)E_w - E_p / b \quad \text{or} \quad E_p - E_w = b(E_w - E) \]  

(5)

where \( b \)=empirically derived constant correction factor. Szilagyi (2007) suggested a temperature-dependent expression for \( b \) such as \( b = c \delta / \gamma \), where \( c \)=another empirical constant. The advantage of the latter expression is that the likely spatial and/or seasonal variance in \( b \) is accounted for by the \( \delta / \gamma \) term, leaving the \( c \) value to vary much less than \( b \), therefore raising the possibility of finding a regionally or globally representative constant value of it. The CR from Eq. (5) is typically symmetric \((b=1)\) around \( E_w \) with the Penman-estimated \( E_p \) values and becomes asymmetric \((b \neq 1)\) when an “enhanced” potential evaporation measure, such as a class-A pan evaporation value, is employed for \( E_p \). Although Brutsaert (2005) calls any potential evaporation estimates, such as the Penman equation or class-A pan evaporation rates, that rely on measurements from nonpotential environmental conditions (i.e., water availability is limited) “apparent,” it may be practical to further distinguish between the two. The difference between the two types of apparent \( E_p \) is caused by additional energy exchanges across the fixed boundary (i.e., the side and bottom of the class-A evaporation pan) of the enhanced potential evaporation source transferred by hot air forming over the land surface and by direct sunshine (Brutsaert and Parlange 1998). This additional energy exchange is significantly limited for sunken pans and natu-
rual open water bodies, such as lakes and reservoirs. Thus, as the Penman equation was calibrated by sunken pan data and validated against small reservoir evaporation measurements (Penman 1948), it not only yields typically smaller evaporation rates than class-A pans, but it also makes Eq. (5) symmetric. That is why Szilagyi and Jozsa (2008) named the Penman values a “true” potential evaporation measure.

Based also on the CR, Morton (1983) developed a model of regional evaporation estimation, called WREVAP (Morton et al. 1985). In a comparison of the AA and WREVAP model estimates, employing standard meteorological data for 1961–1990 of the Solar and Meteorological Surface Observation Network (SAMSON), Szilagyi and Jozsa (2008) noted that the former yielded significantly larger evaporation estimates in the more arid western United States, as \( E_w \) is obtained by evaluating \( E \) at the actual (i.e., dry environment) air temperature, \( T_e \), and not with the so-called equilibrium temperature \( T_e^* \) the environment would achieve had it become completely wet at a regional scale.

Based on arguments in Morton (1983) and Szilagyi (2001)—that the so-called equilibrium or wet environment surface temperature, \( T_e^* \), remains unchanged during the drying of the environment under constant \( Q_p \)—Szilagyi and Jozsa (2008) suggested obtaining \( T_e \) by writing the Bowen ratio for a sunken pan (or a small shallow lake) as \( H/E = (Q_p - E_p)/E_p \), which, employing measurements at two elevations and after rearrangement, yields

\[
Q_p/E_p = 1 + \gamma(T_e - T_e^*)/(e^* - e_a)
\]

where the saturation vapor pressure is evaluated at the desired \( T_e^* \), and \( E_p \) is from the Penman equation (where \( T_e \) must be used). This switch from \( T_e^* \) to \( T_e \) in the modified AA model affects not only \( E_p \), but also the temperature-dependent form of \( b \). Taking \( \alpha = 1.31 \), \( c = 1 \), and evaluating \( b \) and \( E_w \) at \( T_e^* \) (Szilagyi and Jozsa 2008) yielded an excellent agreement (\( R^2 = 0.97 \)) between the long-term mean annual \( E \) estimates of the two models (i.e., \( E_{\text{AA}} \) from the modified AA model and \( E_W \) from WREVAP) using the \( E_p \) estimates, \( E_p^{\text{AA}} \), of WREVAP at the 210 SAMSON stations. Monthly \( E_p^{\text{AA}} \) was found to be a good estimator of class-A pan rates (Szilagyi and Jozsa 2008), and this way can be considered as an enhanced potential evaporation value. Szilagyi and Jozsa (2008) concluded that for long-term mean \( E \) rates the two models yield practically identical estimates with the same (enhanced) potential evaporation values therefore the \( E_W \) estimates will not be shown separately in the following. Substitution of \( E_p^{\text{AA}} \) for class-A pan evaporation is further justified because there are only 19 SAMSON stations with class-A pans and even those pans yield data only for the growing season (May–September) with many existing gaps. Note that the AA model is more versatile than WREVAP because it can use both types of \( E_p^{\text{AA}} \): (1) that measured by a class-A pan or specified by \( E_W \) and (2) potential evaporation rates provided by the Penman equation.

From now on the AA model is referred to as original, when \( \delta \) in Eq. (2) is evaluated at the actual air temperature. (see Table 1.)

**Validation of the Modified AA Model with Water-Balance Closure Results**

Szilagyi and Jozsa (2008) employed the \( E_W \) values in their AA model tests on the premise that the former yields a fairly good estimator of the regional evaporation rate as Morton (1983) had claimed, an assertion supported by Hobbins et al. (2001b). How-

---

**Table 1. Summary of Different Evaporation Terms Used in Text**

<table>
<thead>
<tr>
<th>Notation</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E )</td>
<td>Actual evaporation</td>
</tr>
<tr>
<td>( E_p )</td>
<td>Potential evaporation</td>
</tr>
<tr>
<td>( E_w )</td>
<td>Wet-environment evaporation</td>
</tr>
<tr>
<td>( E_A )</td>
<td>Actual evaporation estimated by the original AA model</td>
</tr>
<tr>
<td>( E_{\text{AA}} )</td>
<td>Actual evaporation estimated by the modified AA model</td>
</tr>
<tr>
<td>( E_{\text{W}} )</td>
<td>Actual evaporation estimated by WREVAP model</td>
</tr>
<tr>
<td>( E_{\text{WAA}} )</td>
<td>Actual evaporation estimated by the WREVAP with modified AA model</td>
</tr>
<tr>
<td>( E_{\text{WAB}} )</td>
<td>Watershed-representative actual evaporation of minimally disturbed catchments estimated by water balance closure</td>
</tr>
<tr>
<td>( E_{\text{Wp}} )</td>
<td>Potential evaporation estimated by the WREVAP model</td>
</tr>
</tbody>
</table>

Note: Type of the evaporation term (whether it is actual, potential, or wet-environment value) is always denoted by a subscript and the method used in the derivation by a superscript.

---

ever, it is also possible to validate the modified AA model estimates of \( E \) by water balance closure results on a long-term average basis.

From the 120 watersheds minimally disturbed by human activity (Wallis et al. 1991; Slack and Landwehr 1992) that were studied by Ramirez and Claessens (1994) and Hobbins et al. (2001a,b), the 25 that contained at least one SAMSON station (Fig. 1) within their boundaries were selected. (Two catchments contained two stations.) These stations and watersheds are shown in Fig. 1. For these watersheds runoff \( R \) data for 1961–1990 were collected from the U.S. Geological Survey gauging stations, and precipitation \( P \) data for the same period were gathered from the parameter-elevation regressions on independent slopes model (PRISM; Daly et al. 1994) at a 4-km grid resolution. In order to increase the number of data points, water-balance closure of \( P - R \) was performed on a 10-year basis, thus yielding \( 3 \times 27 = 81 \)
Fig. 2. Regression plots of water balance closure ($E^w_b$) and the AA model ($E^m_A$; modified, $E^A$: original model value) estimates of mean annual evaporation by watershed–station pairs. The sharp brackets denote the station-averaged long-term mean value. A point falls within the dotted lines provided water-balance and model-derived estimates differ less than 10%. ($E^w_b$) = 697 mm year$^{-1}$.

$E^w_b$ values to compare to the $E^A$ and $E^m_A$ estimates at the 27 SAMSON stations. Braces here denote spatial averaging of grid precipitation values over the watersheds. A 10-year period is considered long enough that water storage changes can be neglected, but short enough to still see some variation among consecutive periods (as demonstrated in Fig. 2 by the smallest three values in each panel belonging to the same station but to different periods).

Input variables of the original (i.e., $b=1$ when $E_p$ is defined by the Penman equation, or $b>1$ with enhanced $E_p$ values) and modified (i.e., $b=1$ when $E_p$ is defined by the Penman equation and $E_u$ is evaluated at $T_u$, or $b=c\delta/\gamma$ with enhanced $E_p$ values when both $E_u$ and $\delta$ are evaluated at $T_u$) versions of the AA model were calculated with daily values of air and dew point temperatures, pressure, wind velocity, and incident global radiation. The routines of WREVAP were used to convert global radiation into net radiation ($R_n$) values, as well as to obtain enhanced $E_p$ rates. As expected (Morton et al. 1985), WREVAP had problems with estimating daily enhanced $E_p$, so its enhanced $E_p$ rates were obtained on a monthly basis instead. In order to be consistent with the two types of $E_p$ (i.e., whether by the Penman equation or by WREVAP) the AA model’s daily $E_u$ and $E_p$ rates were aggregated into monthly values before $E$ was calculated.

About 90% (92 and 85%, respectively) of the spatial (and to a much lesser degree temporal variation, due to the three 10-year periods for each station) variation expressed by mean annual $E^w_b$ can be explained by the modified AA model [Figs. 2(a and b)] having $\alpha=1.31$ and/or $c=1$. Two stations, Flagstaff, Ariz. and Medford, Ore. were omitted in Fig. 2 because at these stations both the modified and original AA-model versions significantly overestimate mean annual $E^w_b$. Of the 25 watersheds, these two expressed by far the largest variation in elevation. Being both stations in a basin surrounded by mountains, it is very likely that the wind speed values obtained at these SAMSON stations significantly underestimate the wind speed conditions at higher elevations. As a consequence, watershed representative $E_p$ is underestimated by the Penman equation, and therefore $E=E_{w_b}−E_p$ overestimated by the same degree. Station-averaged $E$ estimates of the modified AA model stayed within 5% of the similar $E^w_b$ value of 697 mm year$^{-1}$. The modified AA model’s absolute error in the 10-year averages is less than 10% in about 67% of the stations.

Almost exactly the previous can be stated for the evaporation estimates of the original AA model [Figs. 2(c and d)] having previously optimized values $\alpha=1.28$ and $b=1.82$ from a comparison with WREVAP estimates (Szilagyi and Jozsa 2008), so the two versions (original and modified) perform very similarly for the selected watersheds which overall represent (due to their spatial distribution) a mildly humid environment.

This spatial distribution of the catchments (Fig. 1) is unfavorable for a comparison of the original and modified AA models’ $E$ estimates in semiarid or arid regions having only nine catchments west of the 95th meridian, two of which (Flagstaff and Medford) contain SAMSON stations with likely underrepresentative wind measurements of the catchment conditions. Note the 95th meridian roughly coincides with the eastern border of Kansas and Oklahoma. As an alternative, the 1-km gridded mean annual recharge ($G$) and base-flow-index ($B$) data of Wolock (2003a,b) for 1951–1980 were subsequently utilized for water balance closure of
evaporation. $B$ is defined as the ratio of the mean annual values of $G$ and $R$, from which mean annual runoff, $R$, could be calculated for each grid. The PRISM data are also available for the same period enabling water balance closure of $E$ on a cell-wise basis. The temporal overlap of the Wolock (2003a, b) data with the SAMSON one, however, is not perfect, having only 20 years (i.e., 1961–1980) in common. The analysis could not be restricted to this overlapping period only because the Wolock data contain period-averaged values unlike the hourly SAMSON or monthly PRISM data sets. At the same time a 30-year period is typically considered long-enough for obtaining fairly stable averages of climatic and hydrologic variables (Fig. 3), which makes the computed averages over the two overlapping 30-year periods comparable so that a difference between mean annual values of $E^A$ or $E^{mam}$ and $E^{wb}$ can be regarded to be minimally affected by the difference in the averaging periods.

From the Wolock (2003a, b) and PRISM grids the 1- and 4-km cells that contained a SAMSON station were selected and the mean annual water balance closure $E^{cell}$ values computed. This computation however included the point precipitation values of the SAMSON stations as well, so that for each selected cell mean annual $P$ was obtained as the arithmetic average of the PRISM and SAMSON precipitation values. The current method of long-term mean annual $P$ calculation was chosen because (1) precipitation this way is estimated by data possibly (i.e., it could not be verified if a National Weather Station, employed by PRISM, was also designated as a SAMSON station or not) coming from different sources, in which case the two $P$ values can be considered as independent estimates of the true long-term mean $P$ value of the area; (2) SAMSON measurements, being point values and such considered to be more reliable than a spatially interpolated one, this way may correct to a certain degree for any possible systematic error in the PRISM values, whereas at the same time; and (3) spatially representative gridded values are preferable over the point measurements of the SAMSON stations, especially, because the $E$ values of the AA-model themselves are such spatially representative variables.

Fig. 1 marks the 16 SAMSON stations that were left out of the ensuing analysis presenting themselves as outliers in the regression plot of $E^{cell}$ versus $E$ values. Thirteen of them are coastal stations (including one that is not strictly a coastal station near Sacramento, Calif., where the moisture-laden “delta breeze” blowing from the San Francisco Bay area is a common occurrence) located near sudden discontinuities of atmospheric and surface properties. At these stations air humidity can easily become decoupled from the land soil moisture dynamics, where the predominantly westerly wind blowing from the sea leads to a small difference in $E_p$ and $E_d$ due to a depressed vapor pressure deficit causing an overestimation of actual $E$ by a large degree. Such decoupling may be present at other coastal stations as well, although to a probably lesser degree at the eastern sea board due to the relative positions of land and sea in relation to the westerly winds characteristic of midlatitudes, and therefore they do not show up as obvious outliers in the regression plots. The remaining three stations are all located in valley settings of highly varied topography. For Kalispell, Mont., with annual precipitation of 433 mm, an $E^{cell}$ value of 47 mm year$^{-1}$ is an obvious underestimation of mean annual evaporation of the area. Again, Medford, Ore., with $P=526$ mm year$^{-1}$, resulted in $E^{cell}=289$ mm year$^{-1}$ versus the modified AA model’s $E=657$ mm year$^{-1}$ value, when employing Penman $E_p$. Comparing the two $E$ estimates to the watershed representative $E^{wb}$ of 480 mm year$^{-1}$, one is clearly a significant underestimation, whereas the other, an overestimation of the area-representative mean annual evaporation rate. At Alamosa, Colo., with mean annual precipitation of a mere 179 mm year$^{-1}$, an $E^{cell}$ value of 122 mm year$^{-1}$ is certainly a realistic estimate. However, this is the station where all the different models (be it WREVAP original, or modified AA models employing Penman or enhanced $E_p$) overestimate a realistic water balance closure by far the largest degree (up to 250%) among the inland stations. Omission of this station from further analysis was decided due to the lack of site-specific station information that could explain model results (e.g., whether the station is affected by large scale irrigation projects—typical of the area—in the close vicinity) and guide one with choosing a proper correction in the models.

Fig. 3 displays the regression plot of mean annual precipitation ($P$) values between SAMSON stations and PRISM cells containing the station
Fig. 4. Regression plots of the cell water balance closure ($E^{\text{cell}}$) and original ($E^A$), as well as modified AA ($E^{mA}$) model estimates of mean annual evaporation for the 194 SAMSON stations. The sharp brackets denote the station-averaged long-term mean value. A point falls within the dotted lines in the graphs provided $|E^{\text{cell}} - E^A| < 10\%$. $\langle E^{\text{cell}} \rangle = 555$ mm year$^{-1}$.

Fig. 5. Same as Fig. 4 but with the 53 semiarid SAMSON stations. $\langle E^{\text{cell}} \rangle = 356$ mm year$^{-1}$
Szilagyi and Jozsa (2008) who used $E^W$ estimates in place of the water balance closure values applied in this study that the original AA model tends to overestimate evaporation rates in semiarid or arid regions with its Priestley–Taylor parameter calibrated with data predominantly from humid watersheds.

**Summary and Conclusions**

A modified version of the original advection-aridity model of Brutsaert and Stricker (1979) has been tested using catchment- and cell-based water balances. Although the original and modified AA models yielded very similar evaporation estimates overall, the original AA model tended to overestimate evaporation in semiarid or water balance closure values applied in this study that the original applied in both arid and humid regions with the same set deployed by the AA model.

The evaporation estimate in the complementary relationship may require different values of the Priestley–Taylor correction factor, $b$, (with enhanced potential evaporation values) depending on the aridity of the environment to maintain the same accuracy. So when one requires evaporation estimates over an area with widely varying humidity and temperature and does not want to or cannot perform site specific calibration, the modified version of the AA model can be an obvious choice over the traditional one. Otherwise, with careful site-specific calibration the two model versions are expected to perform very similarly.
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