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The Priestley–Taylor equation (PTE) is frequently applied in actual areal evapotranspiration (ET) estima-
tion methods for obtaining the maximum daily rate of evaporation with data from sub-humid conditions.
Since PTE was parameterized under humid conditions, a temperature correction is necessary to avoid
overestimation of the maximum rate of ET. Wet-environment surface temperature (Tws), a proxy of the
wet-environment air temperature (Twa), is estimated by the Szilagyi–Jozsa (SJ) approach as well as by
a re-parameterized version of Monteith. The latter yields higher values but typically within 1 �C of the
former. Tested by daily FLUXNET data, the estimates are only mildly sensitive to the mean daily wind
velocity which thus can be replaced by a region-representative monthly average. From long-term simpli-
fied water-balances – plus monthly Moderate Resolution Imaging Spectroradiometer (MODIS) and
ERA-Interim re-analysis data – the re-parameterized Monteith method appears to yield more accurate
Tws estimates, while the PTE performs better with the SJ provided Tws values since they are closer to
Twa, the PTE expects. Both methods require net radiation, air temperature, humidity and monthly mean
wind velocity values plus ground heat fluxes when employed on a daily basis.

Published by Elsevier B.V.
1. Introduction

Since the publication of Priestley and Taylor (1972) describing
evaporation of extended wet surfaces under minimal energy advec-
tion, the equation they formulated and subsequently became
referred to as the Priestley–Taylor equation (PTE), has seen an
unprecedented number of applications in hydrology, meteorology,
climatology, agronomy, ecology, geology, civil engineering, and
their crossbreeds, such as hydrometeorology, ecohydrology, hydro-
geology, agricultural meteorology, just to name a few. Google cur-
rently lists about 3300 citations to their original article. This
number is probably much higher due to early references not
included in Google. Indeed, there is hardly any areal evaporation/
evapotranspiration (ET) estimation method that would not (at least
partially) incorporate the PTE. Even those ET estimation approaches
that were developed before the publication of PTE, such as the
Thornthwaite and Mather water balance accounting scheme
(1955), have been retrofitted with the PTE in many applications
(e.g., Sinkevich et al., 2005; Klein, 2013; Szilagyi, 2013a).

The PTE is frequently used to estimate the actual ET rate of
wetlands (e.g., Souch et al., 1996; Bidlake, 2000). As the PTE
describes the maximum rate of ET that can be achieved at a regional
scale, it is often used as a reference for the estimation of actual areal
ET rates in water limited environments as well where soil moisture
acts as a limiting factor to evaporation. For example, the soil-mois-
ture function approach obtains actual ET using the PTE, scaled down
by a function of the estimated soil moisture (e.g., Davies and Allen,
1973; Spittlehouse and Black, 1981; Chen and Brutsaert, 1995).

In ET estimation methods that are based on the complementary
relationship of evaporation (Bouchet, 1963), such as the Advection-
Aridity model of Brutsaert and Stricker (1979) and the WREVAP
model of Morton et al. (1985), actual ET is related to the difference
in ET rates of wet surfaces having distinct areal extent (i.e., plot-
sized with the corresponding ET rate typically estimated by the
Penman equation (1948) or regional, the PTE is in fact valid for).

The PTE is also applied in remote-sensing-based ET estimation
approaches. The CREMAP model (Szilagyi, 2013b; Szilagyi and
Kovacs, 2010; Szilagyi et al., 2011), a calibration-free method,
estimates the actual ET of each ca. 1 km-by-1 km MODIS cell via a
combination of the regional ET rate (given by WREVAP), and the
PTE-obtained value, weighted by the corresponding day-time sur-
face temperature values. The so-called two-source models of
remote-sensing based ET estimation approaches (e.g., Anderson
et al., 2008; Kustas and Anderson, 2009) rely on the PTE for vegeta-
tion canopy ET rate estimates. Another group of remote-sensing
based models, the Ts-VI space approach (e.g., Jiang and Islam,
2001; Nishida et al., 2003; Wang et al., 2006), scales the PTE equa-
tion with a combination of land-surface temperature and albedo for
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obtaining actual ET. Several other, empirical models rely on the PTE
via scaling it by a vegetation index (e.g., Anderson and Goulden,
2009; Choudhury, 1994; Kim and Kim, 2008) to yield actual evapo-
ration. See Wang and Dickinson (2012) for an exhaustive review.

The above examples illustrate the wide-spread application of
PTE in ET estimation problems for providing a reference (maxi-
mum) value of actual regional-scale areal ET rates, and therefore
necessitating its correct application. Despite its almost universal
presence in evaporation research, little attention has been paid to
the fact that the PTE was parameterized under humid conditions
(Priestley and Taylor, 1972), over oceans and/or saturated exten-
sive land surfaces and yet it is most often used in sub-humid con-
ditions when the soil is only partially saturated and the
corresponding air and surface temperature is higher than what
would be observable under full saturation. For example, in the
summer time when PTE yields the highest rates, the average daily
mean air temperature (Ta) difference between non-irrigated and
irrigated areas was found to be about 2.5–3 �C in central California
by Lobell and Bonfils (2008) with a corresponding 95% confidence
interval of about 2–8 �C, indicating that on individual days this dif-
ference can reach 8 �C in California, and 10 �C for Nevada shrubs
(Huntington et al., 2011). Therefore employing sub-humid Ta in
place of humid-environment Ta, i.e., Twa, in the PTE yields an
inflated wet-environment ET rate which then distorts the results
of any ET estimation method that employs the PTE.

Below it is demonstrated how the unknown wet-environment
surface temperature (Tws) can be estimated from data under drying
environmental conditions. The resulting Tws will serve as a proxy for
the unknown air temperature over the wet surface (Twa) required by
the PTE, since temperature gradients over extensive wet surfaces,
the PTE is valid for, are generally mild as latent heat fluxes become
more efficient in energy transfer between the wet surface and the
ambient air than sensible heat fluxes with the increase of moisture
as well as available energy (Qn) at the surface, thus very efficiently
lowering the temperature gradient between the wet surface and
the overlying air. For example, numerical experiments of Taylor
(1971) for unstable atmospheric stratifications upwind of a dry-
to-wet transition in surface water content of the ground, covered
with short vegetation, predicted an air temperature inversion up
to a distance of about 10 km over the wet surface, eventually reach-
ing a nearly constant temperature profile. Judged from visual
extrapolation, Rao et al. (1974) obtained comparable numerical
results for similar atmospheric and surface conditions: negligible
sensible heat (H) transfer, therefore small vertical temperature gra-
dients at a distance of about 1 km or larger downwind from the dry-
to-wet transition. Philip (1987) predicted somewhat larger H values
for short vegetation at a distance of 10 km along the wet surface,
but the resulting sensible heat flux is still only about 20% of the
dry surface value, thus the corresponding vertical temperature gra-
dient is also expected to be reduced by about the same extent.

Unfortunately, measured values are hard to find because the
few experiments carried out for investigating the effect of energy
advection over irrigated fields lack the size necessary for the PTE
(Rider et al., 1963; Dyer and Crawford, 1965). The only exception
is of de Vries (1959), where Tws and Twa were measured at a dis-
tance of ca. 2 km from the dry-to-wet transition. According to
Szilagyi and Schepers (2014), Tws is constant with distance to the
dry-to-wet transition downwind the wet surface, therefore plot-
scale studies in theory could be used for verifications of the
estimated Tws values. However, in the above classical plot-scale
experiments Tws is extrapolated from Twa measurements at some
distance from the ground [in Rider et al. (1963) it is 5 cm,
while in Dyer and Crawford (1965) not specified] with high inherent
uncertainty because at this horizontal scale the air-temperature
gradient is significant close to the ground due to a highly variable
vertical air temperature profile typically exhibiting an inversion
close to the ground. Furthermore, in the Rider et al. (1963) study a
spatially constant Qn is violated due to the presence of tarmac
upwind of the wet grass surface, while in Dyer and Crawford
(1965) the environmental variables are not published, preventing
both studies from further validation purposes.

Below two methods are presented for the estimation of the wet-
environment surface temperature, Tws, and the results compared
with available measurements. The obtained Tws values then are
applied in the PTE for the estimation of ET within a complementary
relationship framework to see how they affect the estimates, and
validated with eddy-covariance and water-balance data from
catchments least disturbed by human activities.

2. Estimation of the wet-environment surface temperature, Tws
2.1. Parameterization of the Penman–Monteith equation

Monteith (1981) derived Tws from air temperature (Ta), specific
humidity (q) and net radiation (Rn) data, employing a simplifica-
tion [similar to the equality of eddy diffusivities for sensible heat
(H) and latent heat (LE) in boundary-layer flow (Brutsaert, 1982)]
for aerodynamic resistances, rv and rH, respectively, of water vapor
and sensible heat, i.e., rv = rH = r. See Appendix A for the step-by-
step derivation of the equation

Tws ¼ Ta þ
rH
cpq
¼ Twb þ

rðcp=LÞ
cpqðdwb þ cp=LÞ

 !
Qn ð1Þ

where q is air density, cp is the specific heat of air under constant
pressure, L is the latent heat of vaporization, and dwb is the slope
of the saturation specific humidity curve at the wet-bulb tempera-
ture, Twb. Here Qn = Rn � G (the last term denoting heat conduction
into the soil) is the energy available at the surface for sensible and
latent heat fluxes. Twb by definition is obtained via adiabatic cooling,
i.e., H = q cp Dz Ta/r = �LE = �q L Dz q/r, where Dz denotes the vertical
difference operator, from which one obtains (see Fig. A1).

cpðTwb � TaÞ
L½qsðTwbÞ � qðTaÞ�

¼ c
Twb � Ta

esðTwbÞ � eðTaÞ
¼ �1 ð2Þ

which is an implicit equation for Twb. Here c is the psychrometric con-
stant (=cpp/0.622L, where p is air pressure) and e denotes the actual,
while es, the saturation vapor pressure. Occasionally (2) would yield
Twb values in excess of Ta, due to measurement error. From Fig. A1 Twb

can then be approximated in an alternative and explicit way as

cpðTa � TwbÞ
L

� dðTdÞðTwb � TaÞ ð3Þ

which upon multiplication by p/0.622 and after rearrangement
yields

Twb �
cTa þ TdDðTdÞ

cþ DðTdÞ
ð4Þ

(e.g., Szilagyi and Schepers, 2014). Here D is the slope of the satura-
tion vapor pressure (es) curve, and Td the dew-point temperature.

The corresponding latent heat flux (see Appendix A) has also
been specified by Monteith (1965) and became known as the
Penman–Monteith equation

LE ¼ dwbQ n þ cpq½qsðTaÞ � qðTaÞ�=r

dwb þ cp=L
ð5Þ

Note that neither (1) nor (5) is yet ready for the practical esti-
mation of Tws because the value of r is not known ‘a priori’. How-
ever, r can be parameterized with the help of the Penman
equation (1948)
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LEmm ¼ DðTaÞ
DðTaÞ þ c

Q mm
n þ c

DðTaÞ þ c
fuDe ð6Þ

in order to find an explicit expression for the unknown r assuming
that Qn is about the same for a wet surface covered by short vege-
tation and an open water surface as well as invoking that the two
surfaces evaporate at about the same rate (Brutsaert, 1982). Here
both LEmm and Qn

mm are given in water depth equivalents of mm d�1,
and the Rome wind function, fu, is defined as fu = 0.26(1 + 0.54 u2),
u2 being the mean wind velocity in ms�1, measured at 2-m height
above the ground (Brutsaert, 1982), and De the vapor pressure
deficit [=es(Ta) � e(Ta) = es(Ta) � es(Td)] at Ta.

By equating (5) and (6), r, and thus Tws as well, can be expressed
with the help of measured mean wind velocities via the specified
wind function. (6) is first transformed into the same flux units
(W m�2) as (5) by multiplying it with c = 28.94 Wd mm�1 m�2.
Then both the numerator and the denominator of (5) is multiplied
by p/0.622 before equating the results

Dwb

Dwb þ c
Q n þ

cpqDe

rðDwb þ cÞ
¼ DðTaÞ

DðTaÞ þ c
Q n þ

ccfuDe

DðTaÞ þ c
ð7Þ

Rearrangement of (7) yields

cpq
r
¼ DðDwb þ cÞ � DwbðDþ cÞ

Dþ c
Q n

De
þ ccðDwb þ cÞfu

Dþ c

¼ a
Q n

De
þ bfu ð8Þ

with a and b defined as

a ¼ DðDwb þ cÞ � DwbðDþ cÞ
Dþ c

; b ¼ ccðDwb þ cÞ
Dþ c

ð9Þ

Substitution of (8) into (1) finally yields

Tws ¼ Twb þ
cQnDe

ðDwb þ cÞðaQ n þ bfuDeÞ
ð10Þ

requiring Ta, Td, Qn, and u2 as input, circumventing the specification
of r.
Fig. 1. Measured daily precipitation, available energy at the surface for latent and
sensible heat fluxes (Rn � G), mean daily air temperature (Ta), as well as estimated
wet-bulb (Twb) and wet-surface temperatures by (10, Tws

M ), and (11, Tws
SJ ).
2.2. The Szilagyi–Jozsa method

Tws can also be obtained by the consideration that Tws is con-
stant in space (Szilagyi and Jozsa, 2008; Szilagyi and Schepers,
2014) over the wet surface. By assuming that (a) Qn is about the
same over both, the drying and wet surface, and; (b) Ta and e(Ta)
remain yet largely unaffected along the plot-sized wet surface,
the Bowen-ratio (Bo) for the wet surface can be written as
(Szilagyi and Jozsa, 2008)

Bo ¼
H
LE
� Q n � LEP

LEP
� c

Tws � Ta

esðTwsÞ � eðTaÞ
ð11Þ

where LEP denotes the Penman-evaporation rate of (6). As (2), (11)
is also an implicit equation, but for Tws, to be solved through itera-
tions. It requires the same input variables as (10).

Note that the wet-surface temperature of (10) and (11) may be
smaller or larger than Ta, measured at a certain height above the
ground, depending on how close the air is to saturation and how
large is net radiation. In arid, semi-arid regions Tws is typically less
than Ta. The difference increases with aridity and air temperature,
and may reach (or exceed, as seen later) 10 �C (Huntington et al.,
2011).
3. Testing estimates of the wet-environment surface
temperature

With the help of FLUXNET data from the 2000–2001 period,
estimates of Tws (Fig. 1) were compared for a semi-arid savanna
station, about 4 km south of the Okavango delta near the city of
Maun in Botswana, located at latitude �19.92� and longitude
23.56�. The elevation is 950 m above sea level, with mean annual
precipitation (P) of 460 mm and temperature of 22 �C. The location
is ideal for studying the behavior of the Tws estimates under radia-
tion, temperature and aridity extremes before and after the wet
season. With the exception of a brief period, the two Tws estimates
are close to each other, (10) yielding typically larger values than
(11) but staying within about 1 �C (Fig. 2). When this was not
the case (between days 270 and 290), at the start of the wet-season
of 2001, measurement error is suspected, since with the obvious
increase in humidity by the arrival of rains, the corresponding
dew-point temperature values fell to all-time minima, below
�20 �C (Fig. 2). This could most probably be caused by a severe
underestimation of the actual water vapor content (due e.g., to a
malfunctioning hygrometer).

As expected, Tws (the arithmetic mean of the two Tws estimates)
stays below Ta most of the time, occasionally by more than 10 �C
(Fig. 2), but on average only 3.5 �C lower than Ta (Table 1). This is
in accordance with the findings of Lobell and Bonfils (2008) of a
2.5–3 �C mean daily air temperature difference between extensive
irrigated and non-irrigated land areas in California. By accepting
equilibrium profiles and a 1 �C difference between Tws and Twa over
the wet areas of the Okavango, according to Ortman (2009) who
reports that water temperatures stay within 1 �C of air tempera-
tures (although not specifying which one is larger), one obtains a
difference of 2.5–4.5 �C in air temperatures between dry and wet
areas, which overlaps with the results of Lobell and Bonfils
(2008) and a possible larger difference also appears realistic in
light of the larger Rn values in Botswana.

As seen in Figs. 1 and 2, Tws may occasionally be larger than the
corresponding Ta value. It always happens when humidity of the
air increases, marked by local maxima of Td in Fig. 2, typically on
days with rain, although the measured amount may not be signif-
icant enough to show up in the precipitation record. When the air
is humid, point 1 in Fig. A1 slides closer to point 2 along the
adiabatic line, thus making it possible for Tws to be larger than Ta,
for the same Qn.



Fig. 2. Differences in the Tws values of (10, M) and (11, SJ) as well as in Ta and the
arithmetic average of the two Tws estimates. The corresponding Td values are also
displayed, calculated from published De values of FLUXNET.

Fig. 3. Differences in the Tws estimates (red dots: Tws
SJ ) caused by a switch from mean

daily wind velocities to 30-day averages (upper black lines), measured at 12.6 m
above the ground. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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A potentially useful property of the Tws estimates is their rela-
tively low level of sensitivity to actual wind velocities. Fig. 3 dis-
plays differences in the Tws estimates as a response to switching
from mean daily wind velocities to 30-day averaged values.
Standard deviation is 0.59 �C for (10) and 0.48 �C for (11). Histori-
cally, daily wind velocities are harder to obtain than temperature
values, therefore the daily Tws estimates can still be obtained from
mean monthly values of wind velocities not necessarily from the
same station but from one that is representative of the region.
4. Validation of the wet-environment surface temperature
estimates

Unfortunately, direct validation of the Tws estimates is not
straightforward because measured Tws values are surprisingly
scarce not only for the nearby Okavango delta, but in general. Since
the average water depth in the delta is less than 1 m (Wolski and
Murray-Hudson, 2005), water temperature could serve as a proxy
for Tws. Cawley et al. (2012) reported daytime water temperatures
of about 18 �C for August of 2010. Mean air temperature was
21.2 �C for the same month with no precipitation (source: weath-
erspark.com). Since radiation data is not available for 2010, it is
not possible to estimate the corresponding Tws. A potential rudi-
mentary check of what this temperature might have been is by tak-
ing consecutive moving averages of the 2000 Ta and Tws values over
a 31-day period between days 50 and 150 in Fig. 1, and stopping
when the average Ta equals about 21.2 �C. The resulting daily mean
Tws values are 16.62 [from (10)] and 15 �C [from (11)], respectively,
which are 1.38 and 3 �C less than the measured daytime water
temperature, suggesting that none of the daily estimates are
physically impossible.

Another direct validation possibility of the Tws estimates comes
from the unique large-scale study of de Vries (1959) near
Rochester, Victoria in Australia on local advection effects over a
Table 1
Measured/estimated values of atmospheric and radiation variables for the FLUXNET site nea
(10) and Tws

SJ by (11).

Ta (�C) Twb (�C) Tws
SJ (�C) Tws

M (�C) Tws (�C

Max 31.53 20.37 25.56 26.29 25.93
Min 13.1 4.27 9.97 11.2 10.59
Mean 22.15 12.87 18 19.3 18.65
moisture/temperature jump of the land surface in the form of an
irrigated field within a dry environment and also contains the nec-
essary data, as average daily mean values over a two-week irriga-
tion period, for the application of (10) and (11). Beside the non-
irrigated station upwind, there were three stations located roughly
1, 2, and 3 km downwind from the dry-to-wet transition, denoted
as stations 1, 2, and 3. The area was heavily irrigated on day one,
with little rain occurring throughout the rest of the experiment.
Daily mean Ta over the non-irrigated land was 22.1 �C, while it
was 20.7, 20, and 19.7 �C at the three irrigated stations at increas-
ing distance from the dry-to-wet transition, indicating that the air-
temperature profile has not reached its equilibrium state at station
2, where Tws estimates could be obtained as measured soil temper-
ature at a depth of 5 cm corrected by the soil temperature gradient
for obtaining an estimated surface value of 18.7 �C. The corre-
sponding Tws estimates of (10) and (11) are 19.6 and 18.8 �C,
respectively, both of them within 1 �C of the ‘observed’ value. As
de Vries (1959) discusses, the true Tws value must be somewhat
larger than 18.7 �C due to the shading effect of the dense irrigated
grass cover.

As the publication date of the de Vries’ study indicates, mean
daily surface temperature, unlike other standard meteorological
data, such as temperature and humidity, is not a readily available
variable. Even with the help of remote sensing, one typically finds
instantaneous surface temperature values, as the case with Moder-
ate Resolution Imaging Spectroradiometer (MODIS) data (mod-
is.gsfc.nasa.gov), in place of a temporal (e.g., daily) average. In
the other hand, re-analysis data, such as the 0.7�-resolution ERA-
Interim data (apps.ecmwf.int/datasets/) of the European Centre
for Medium-Range Weather Forecasts (ECMWF), do include tem-
poral averages, among them mean daily modeled Ts values. For
mean daily Ta and Td value grids over the US, the PRISM data set
(prism.oregonstate.edu) is considered the most accurate source.
r Maun, Botswana (May 15, 2000 – June 18, 2001). Tws is the arithmetic mean of Tws
M by

) P (mm d�1) Rn � G (W m�2) u (ms�1) De (hPa)

19.5 223 5.98 40
0 34 1.14 1.01
0.53 131 2.68 17.74

http://modis.gsfc.nasa.gov
http://modis.gsfc.nasa.gov
http://prism.oregonstate.edu
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Net radiation is another variable, not readily available, but obtain-
able as the sum of the ERA-Interim H and LE values (assuming soil
heat conduction is negligible for periods of a day or longer) and
also estimated by the WREVAP program of Morton et al. (1985)
with global radiation input from NOAA (atmos.umd.edu/~srb/
gcip/cgi-bin/historic.cgi). Wind data is available from the National
Climatic Data Center’s (ncdc.noaa.gov) automated surface observa-
tion weather station network. Because daily mean Ts is a modeled
data by ERA-Interim, and no routine observation exists of the land
surface temperature, it is probably best to make a comparison with
the present Tws estimates on a monthly basis. Monthly averaging
reduces the uncertainty of the modeled daily Ts (and also Qn) val-
ues, thus greatly improving the validation of the Tws estimates,
since any discrepancy of the two values then can be attributed to
errors in the estimates and not simultaneously to errors in the
ERA-Interim modeled values, assuming the latter is an unbiased
estimate of the true Ts values.

Szilagyi and Schepers (2014) recently demonstrated the invari-
ance of Tws to changes in aridity provided Qn and wind conditions
stay largely unchanged as the environment dries from a previous
wet state. From (1) it follows that Twb stays constant (Qn and r
assumed constant) as long as Tws does, since the change in air den-
sity with normal air temperature variations is negligible. Alto-
gether 20 ERA-Interim cells cover central Nebraska, chosen due
to its great contrast in aridity, having dry and hot air in the range-
lands of the Sand Hills in July, while cooler and more humid air
over the extensively irrigated croplands east and southeast of it,
July being the prime month for irrigation within Nebraska. From
the 10-year period of 2000–2009, altogether 59 ERA-Interim cells
were chosen with Qn from the range [143 � 2.86 W m�2;
143 + 2.86 W m�2] and the corresponding Ta, Td, Twb, and estimated
Tws values plotted (Fig. 4) against MODIS daytime surface temper-
ature, Tsd, as an indicator of aridity. As theory [(1) and Fig. A1] pre-
dicts, the wet-bulb and wet-surface temperatures stay constant as
the environment dries adiabatically under quasi-constant wind
(and Qn) conditions, marked by opposite changes in air and
dew-point temperatures as aridity increases. To validate the two
Tws estimates, scattered around 22 �C (from 10) and 21.37 �C (from
Fig. 4. PRISM-derived mean daily Ta and Td values in July (2000–2009) as a function
of MODIS-derived daytime surface temperature (Tsd), both aggregated to 0.7� ERA-
Interim cells of central Nebraska having Qn = 143 ± 2.86 W m�2 to ensure a spatially
quasi-constant energy available at the surface. The straight lines are the near-
constant best fitting first-, while the curves, second-order polynomials of coefficient
values (�0.0045; 0.53; 11.24) for Ta, and (�0.0049; 0.16; 16.14) for Td, both in
decreasing power order. The overbar denotes the sample mean (n = 59) with the
corresponding standard deviation.
11), both with a standard deviation, sd, of 0.76 �C, one must obtain
the Ts value under wet environmental conditions. This happens
when the air becomes close to saturation over the extensive wet
surface, meaning that at saturation Ta (and Td) must approximate
the temporally quasi-constant Twb value of 18.8 �C obtained by
(4). With the ERA-Interim Ts and PRISM Ta values one can derive
the corresponding Tws value by relating the two via the arithmetic
average of the two first-order polynomials of Fig. 5. It is recom-
mended to do so (even though this way one does not employ a
best-fit equation in the classical sense) in order to be able to use
the same transformation equation and to avoid having different
(Ts, Ta) pairs depending on which value one starts with to obtain
the other. Note that the Ts � Ta + 3.2 relationship of Fig. 5 is some-
what unrealistic because a decreasing temperature difference is
expected between the surface and the air with colder tempera-
tures. This is assured by Ts = 1.185Ta–1.25, which is the arithmetic
average of the two best-fit equations, written now for Ts. Under the
specified conditions (Qn and wind) and with Twb = 18.8,
Tws becomes 21 �C with an sd of about 0.9 �C [i.e., �(1 � rc

2)0.5

sd(Ts) = 1.72(1 � 0.86 2)0.5]. The sd intervals (i.e., 0.76 �C) of both
Tws estimates (22 and 21.37 �C) overlap with the uncertainty-
interval of the derived Tws = 21 �C.

In reality however, the air temperature is always higher than
Twb even over extensive wet surfaces, due to sensible heat trans-
port from the wet surface into the air as well as to entrainment
of free tropospheric air into the convective boundary layer,
reflected in the larger than unity value of the parameter, a, in the
Priestley–Taylor equation (Priestley and Taylor, 1972).

LEw ¼ a
DðTwaÞ

DðTwaÞ þ c
Q n: ð12Þ

where LEw is the wet-environment ET rate. An a > 1 [typically
within the range of 1.2–1.32, see Brutsaert (1982) for calibrated a
values of different authors] signifies that full saturation does not
occur, large-scale convection mixes drier and warmer air over the
wet surface, elevating the air temperature and preventing its satu-
ration at the same time. Provided this large-scale convection works
similar to local-scale advection, then Tws would not be affected. This
way Twa in (12) can be expected to fall within Twb and Tws.

One can, of course, regress the ERA-Interim Ts value against
MODIS Tsd, (Ts = 0.286 Tsd + 17.4, with rc = 0.66) to find the smallest
Fig. 5. Regression plot of PRISM mean daily Ta against ERA-Interim mean daily Ts

values (n = 59) for cells with Qn = 143 ± 2.86 W m�2 in the months of July, 2000–
2009 over central Nebraska. The two solid lines are the best fit first-order
polynomials [Ta(Ts) and Ts(Ta)], the intermittent line their arithmetic average. The
correlation coefficient, rc, is 0.86. �Ts ¼ 27:56� 1:72 �C; �Ta ¼ 24.41 ± 1.47 �C.

http://atmos.umd.edu/~srb/gcip/cgi-bin/historic.cgi
http://atmos.umd.edu/~srb/gcip/cgi-bin/historic.cgi
http://ncdc.noaa.gov


Fig. 6. Test of energy closure for the measured fluxes (02-01-1999 – 10-31-2001) at
the FLUXNET site near Maun, Botswana. Coefficient values (in decreasing power
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Ts value in the hope that it would correspond to fully wet condi-
tions. The Tws value that corresponds to the coldest observed ca.
1 km MODIS cell value of Tsd = 24.21 �C in July, this way becomes
24.32 ± 1.29 �C, indicating that the cell-surface has not reached
fully wet conditions. The corresponding Ta value via extrapolation
from Fig. 4 is 21.45 ± 1.19 �C, while Fig. 5 (via the intermittent line)
yields 21.59 ± 0.75 �C for the coldest MODIS cell. For comparison,
the coldest 4 km PRISM Ta value is 21.6 �C, corroborating (through
the correctly estimated Ta values) the validity of the Tws estimate
for the coldest MODIS cell, which thus has not reached a fully
wet state.

All this is in agreement with Szilagyi et al. (2011) who used the
coldest MODIS pixel values over large wet or open water areas to
obtain corresponding ET rates, described by the Priestley–Taylor
equation. These coldest cells typically coincide with wetlands,
shallow lakes or reservoirs since irrigated center-pivot areas in
Nebraska have a typical diameter of 7–800 m (Szilagyi and
Schepers, 2014), thus are unable to completely fill a MODIS cell,
leaving unirrigated areas in each cell and that way preventing
MODIS to detect full saturation over them. The selected ERA-
Interim cells with Qn = 143 ± 2.86 W m�2 within Central Nebraska
apparently do not include any of these extended wet areas.

Szilagyi and Jozsa (2008), Szilagyi et al. (2009), Huntington et al.
(2011) and McMahon et al. (2013) employed Tws of (11) for the
approximation of Twa. Below the same approach is followed by
making use of the Tws estimates of (10) and (11) and employing a
Priestley–Taylor parameter value from the typical [1.2–1.32]
interval. Note that the interval corresponds to a ca. 5% change in
the accepted mean value of a = 1.26 (Priestley and Taylor, 1972).
Note also that the goal is not a calibration of a since in most cases
it cannot be implemented in practice due to a lack of measured ET
rates. The aim here rather is to see which Tws estimate performs
better with a values taken from the well-accepted interval of
[1.2–1.32] in order to be able to recommend one over the other
based on their performance in these tests. Ideally, the better per-
forming Tws value could be used in future studies with a = 1.26
(as was done in Huntington et al., 2011), thus obviating calibration,
but it, as seen below, would be sub-optimal probably in most
applications. Nevertheless, as seen below, a mere 5% change in
the value of a, in combination with the estimated Tws values, is
sufficient to achieve acceptable ET estimates.
order) of the 2nd-order best-fit polynomial: 1.63; 8.71; 13.26. Corrected fluxes are
the sum of Qn (=Rn � G) plus the residuals of the polynomial fitting.

Fig. 7. Monthly-aggregated daily ET estimates of (13) with a = 1.2, plotted against
energy-balance-corrected measured values (02-01-1999 – 10-31-2001) at the
FLUXNET site near Maun, Botswana. rc � 0.9 for all three estimates.
5. Application of Tws for ET estimation by the modified
Advection-Aridity model

Szilagyi and Jozsa (2008) modified the Advection-Aridity model
of Brutsaert and Stricker (1979) which is based on Bouchet’s (1963)
complementary relationship (CR) of evaporation, to estimate
actual ET by accounting for the change in air temperature between
drying (Ta) and wet (Twa) surfaces, i.e.,

LEmm ¼ 2LEmm
w � LEmm

p

¼ 2aDðTwaÞ
DðTwaÞ þ c

� DðTaÞ
DðTaÞ þ c

� �
Q mm

n � c
DðTaÞ þ c

fuDe ð13Þ

where Twa was approximated by Tws of (11), Qn and all ET rates are
expressed in mm d�1. Note that (12) was derived under wet-envi-
ronmental conditions, yet in practice it is most often applied in
(13) with data taken over drying land surfaces, i.e., Twa is substi-
tuted by actual Ta. As seen in Fig. 2, the difference in the two values
may reach 12 �C in a hot and arid environment, therefore the differ-
ence in the 2D/(D + c) term can be significant between Ta and Twa.
With Ta � 31 �C from Fig. 1 and Twa � 19 �C from Fig. 2, the corre-
sponding values are 1.62 and 1.4, a ca. 14% difference, which is
almost three times the range typically accepted for the value of a.
Actual ET via (13), with the Tws estimates of (10) and (11) is first
estimated for the Botswana FLUXNET site over the available full
period of February 1, 1999 – October 31, 2001. The 31 days in
Fig. 2, when Td fell below �20 �C were left out of the analysis. As
Fig. 6 demonstrates, the energy balance is not closed, there is a sig-
nificant underestimation of, both H and LE fluxes, not uncommon
with eddy-covariance measurements, where a 20% underestima-
tion is routinely reported (Wang and Dickinson, 2012). Admittedly,
energy closure is a far more complex task than a simple correction
through polynomial fitting, yet it was performed here in lack of the
original raw measurements. The correction involved adding the
residuals of the 2nd-order polynomial fit to Qn, by assuming that
underestimation evenly affected both fluxes. Application of (13)
with the most commonly accepted value of a (=1.26) resulted in
overestimations of 51% when Twa = Ta is applied (original AA
model), 29% via (10), and 23% via (11) of the mean daily ET value
of 1.37 mm. With a = 1.2, these overestimations reduce to 28, 9,
and 4%, respectively. See Fig. 7 for the results of the latter case, dis-
playing monthly aggregates. It should be noted that the Ta to Tws



J. Szilagyi / Journal of Hydrology 519 (2014) 455–464 461
correction is only meaningful when Tws is actually smaller than Ta.
In relatively humid days Tws can indeed become larger (Fig. A1)
than Ta (although not the true Twa value the Tws estimate is a proxy
of), thus in such days the correction is meaningless, therefore in
these days Tws is capped by Ta (Szilagyi and Jozsa, 2008;
Huntington et al., 2011; McMahon et al., 2013). Also, (13) expects
wind velocities measured at 2 m above the ground. However, the
FLUXNET station is in the middle of a relatively dense savanna for-
est, wind being measured at 12.6 m above the ground, thus at an
unknown distance above the canopy. Therefore no conversion of
the wind velocity values to 2 m was attempted. The original AA
model (i.e., Twa = Ta) performs worse in the driest and in moder-
ately wet months (overshoots), while it performs better in months
of average wetness in comparison with the modified model. All
three models overshoot ET rates in wet months, performing the
same in the wettest month, since then Twa indeed equals or very
near to Ta in all of them.
Fig. 8. Long-term (1961–1990) mean annual ET estimates of (13) for 25 minimally altere
698 mm yr�1. rc � 0.96 for all three estimates.

Table 2
Validation summary of the estimated Tws values and their performance in ET estimation.

Site Measured/assessed

FLUXNET site near Maun,
Botswana (02-01-99 – 10-31-01)

Twd = 18 Cawley et

Irrigation district, Victoria,
Australia (12-08-57 – 12-22-57)

Tws = 18.7 de Vries (

Central Nebraska, US (2000–2009) Tws = 21 ± 0.9
Continental US, 25 minimally altered catchments (1961–1990) –
Performance of (13) was further tested with long-term
(30 years) simplified water balances (i.e., ET equals precipitation
less runoff) of 25 US catchments, only minimally affected by
human influences within the 1961–1990 time period. See
Szilagyi et al. (2009) for a spatial distribution of the watersheds.
Over a 30-year period, differences in groundwater levels (in the
absence of long-term trends) and in soil moisture status between
the starting and ending days is negligible in comparison to the
accumulated in- and outgoing water fluxes of the catchments,
enabling an accurate estimation of watershed-representative ET.
See Szilagyi et al. (2009) for meteorological and hydrological data
sources. Fig. 8a depicts the mean annual ET estimates of (13) with
a = 1.26, regressed against water-balance ET rates, with a sample
mean of 698 mm yr�1. All models underestimate the sample mean
by 6%, 6%, and 10%, in the order of the figure legend. With a = 1.32
(panel b), (13) with (11) is right on target, while the other two
overestimate ET by 4%. In all cases considered, rc � 0.96, signifying
d US catchments with (a) a = 1.26; (b) a = 1.32. Sample mean of water-balance ET is

std denotes standard deviation.

Tws or Twd (�C) Estimated Tws; std of Tws change
due to a switch of daily to
monthly wind values (in
parenthesis) (�C)

Mean relative error (%) in
CR ET estimates using
Twa � Tws of (10) or (11), or
Twa � Ta

(10, M) (11, SJ)

a = 1.26 a = 1.2al. (2012) 16.62 (0.59) 15 (0.48)
(Ta): 51 28
(10): 29 9
(11): 23 4

1959) 19.6 18.8

22 ± 0.76 21.37 ± 0.76 –
– a = 1.26 a = 1.32

(Ta): �6 4
(10): �6 4
(11): �10 0
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a good general performance of (13). Table 2 summarizes accuracy
and sensitivity of the two wet-environment surface temperature
estimates to a switch from daily to monthly wind velocities
together with their performance in (13).
6. Summary and conclusions

The two wet-surface temperature estimation methods, the re-
parameterized Monteith, (10), and the Szilagyi–Jozsa (2008)
approach, (11), yield Tws estimates typically within 1 �C, the values
of the former being consistently higher.

Validation of the Tws estimates has been complicated by the
scarcity of measured mean daily Tws values. From the few occasions
it still could be performed, the estimates stayed within 1 �C of the
measured or otherwise assessed Tws values. Estimates of (11) are
less sensitive to the type (i.e., daily or monthly means) of wind
velocity employed.

The Tws estimates of (11) as a proxy of the unknown wet-
environment air temperature, Twa, required by the Priestley–Taylor
equation, yielded better ET estimation performance than those of
(10). This is most likely so because Twa is smaller than the wet-
environment surface temperature, and so are the values of (11)
in comparison with those of (10). This property of (11) may explain
the success it enjoyed in previous ET estimation studies (Szilagyi
et al., 2009; Huntington et al., 2011; McMahon et al., 2013). It
should be emphasized that Tws of (10), and so (11), can attain val-
ues higher than the actual air temperature, Ta, in more humid con-
ditions, therefore in such occasions their values must be capped by
Ta for application in the Priestley–Taylor equation since true Twa,
they meant to represent in the Priestley–Taylor equation is always
lower than or equals Ta.

The importance of applying the correct air temperature in the
Priestley–Taylor equation is twofold. In hot and arid/semi-arid
environments the difference between Ta and Twa may exceed
12 �C (Fig. 2), leading to a significant, �14% overestimation of the
wet-environment ET rate when Ta is employed (the standard prac-
tice) in place of the required Twa, therefore affecting every ET esti-
mation method that incorporates the PTE to varying extent in the
derivation of actual ET. Secondly, understanding the variability of
and predicting the value of the Priestley–Taylor parameter, a,
remains much hindered as long as Ta is routinely and erroneously
continued to be employed for Twa in the PTE.

A word of caution about ET estimation methods that employ the
PTE via tuning its a parameter to estimate wet-surface ET rates of
plot-sized surfaces (e.g., Cristea et al., 2013) or actual ET (Ding
et al., 2013) due to the PTE’s property of not requiring wind measure-
ments when employed under humid conditions or when Twa is con-
veniently but erroneously replaced by non-humid Ta. While such
applications of the PTE (even though it was never meant for) can
somewhat be justified from a practical point of view for the above
reason, care should be taken to not draw false conclusions from
the resulting ET rates or the behavior of such tweaked a values.
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Fig. A1. Adiabatic cooling (from point 1 to 2) of a parcel of air in contact with a wet
surface, followed by heating at a constant rate of Qn, in a state of saturation (from
point 2, to 3, and 4) within the specific humidity (q) versus temperature (T) space.
Appendix. Derivation of Eqs. (1) and (5) after Monteith (1981)

When the air is being adiabatically cooled by evaporation from
a state of [Ta, q(Ta)], marked by point 1 in Fig. A1, to reach Twb, the
wet-bulb temperature (point 2), there is a balance between the
sensible and latent heat fluxes, i.e.,

H ¼ qcpDzT
r

¼ �LE ¼ �qLDzq
r

ðA1Þ

From (A1) the slope (dq/dT) of the adiabatic line (1–2) of Fig. A1
becomes �cp/L. Due to this constant slope one can write

qsðTwbÞ � qðTaÞ ¼ cpðTa � TwbÞ=L ðA2Þ

where qs is the saturation value of the specific humidity, and
similarly

qsðTaÞ � qsðTwbÞ � dwbðTa � TwbÞ ðA3Þ

where dwb is the slope of the saturation specific humidity curve at
Twb. From (A2) and (A3) one obtains

qsðTwbÞ � qðTaÞ ¼ cpðTa � TwbÞ=L

� qsðTÞ � qðTaÞ � dwbðTa � TwbÞ ðA4Þ

yielding the wet-bulb temperature depression as

Ta � Twb �
qsðTaÞ � qðTaÞ

dwb þ cp=L
ðA5Þ

At the wet-bulb of a vented psychrometer, a radiation equilib-
rium is attained, i.e., Rn = 0, where Rn is net radiation, and thus LE
is balanced and maintained solely by H directed from the warmer
air toward the cooler wet bulb surface.

At the wet land surface, however, Rn is rarely zero, and a posi-
tive Rn value will boost wet-bulb evaporation by DLE and suppress-
ing H by DH while raising the temperature from Twb to Tws so that
DLE + DH = Qn = Rn � G (G is the heat conduction into the soil).
Assuming that at the measurement elevation the resulting Ta and
q(Ta) changes are negligible, the changes in the fluxes, DLE and
DH, by their definition in (A1) equal qL[q(Tws) � q(Twb)]/r and qcp

[Tws � Twb]/r, respectively. The ratio of the two flux changes yields
DH/DLE = cp/Ld(Tws) � cp/Ldwb, from which DLE can be explicitly
formulated as

DLE � dwb

dwb þ cp=L
Q n ðA6Þ
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by which one obtains

qsðTwsÞ � qsðTwbÞ �
dwb

dwb þ cp=L

rQ n

qL
ðA7Þ

From (A1) and (A7) (see Fig. A1) the evaporation rate of the wet
surface having a temperature Tws under Qn > 0 is given by

LE � qLDzq
r
¼ qL

r
dwb

dwb þ cp=L

rQ n

qL
þ cpðTa � TwbÞ

L

" #

¼ dwb

dwb þ cp=L
Q n þ

cpqðTa � TwbÞ
r

ðA8Þ

thus the corresponding sensible heat flux becomes

H � 1� dwb

dwb þ cp=L

 !
Q n �

cpqðTa � TwbÞ
r

¼ cp=L

dwb þ cp=L

 !
Q n �

cpqðTa � TwbÞ
r

ðA9Þ

From (A1) the same H can be written as

H ¼ cpqðTws � TaÞ
r

ðA10Þ

therefore, by combining (A9) and (A10), one obtains (1). Finally,
insertion of (A5) into (A8) yields the well-known Penman–Monteith
Eq. (5).

Note that this derivation of Monteith (1981) of the temperature
and heat fluxes of a wet surface is zero-dimensional, thus the
derived fluxes of (A8) and (A9) [with the corresponding Tws of
(1)] are not a function of the distance taken downwind from the
dry-to-wet transition in surface soil moisture. A recent study of
Szilagyi and Schepers (2014), however, supported the constancy
of Qn and thus Tws along the entire (even in the vicinity of the mois-
ture transition) wet homogeneous surface with short vegetation,
making (1) [but not 5, 8 or 9, as the fluxes are not constant along
the wet surface] powerful for describing the wet surface tempera-
ture. Note also that the derived fluxes are valid only for plot-sized
areas, as the derivation made explicit use of the assumption that Ta

and q(Ta) are not affected significantly by the presence of the wet
surface. As the size of the wet area increases, it will affect both
the temperature as well as the moisture content of the overlying
air significantly, thus the Penman–Monteith Eq. (5) [also (A8),
(A9)], cannot be used for such extensive surfaces.
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