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ABSTRACT 

Daily and monthly flow-rates of the Little Nemaha River in Nebraska were simulated by the lumped-parameter Jake- 
man-Hornberger as well as a distributed-parameter water-balance accounting procedure for the 2003-2008 and 2000- 
2009 periods, respectively, with and without the help of the MODIS-based monthly estimates of evapotranspiration 
(ET) rates. While the daily lumped-parameter model simulation accuracy remained practically unchanged with the 
inclusion of the monthly MODIS-based ET rates interpolated into daily values (R2 of 0.66 vs 0.68, simulated to 
measured runoff ratio remaining the same 96%), the monthly water-balance accounting model outcomes did improve 
to some extent (from an R2 of 0.67 to 0.7 with simulated to measured runoff ratio of 72% vs 115%). In both cases the 
models had to be slightly modified for accommodation of the ET rates as predefined input values, not present in the 
original model setups. These results indicate the potential practical usefulness of satellite-derived ET estimates 
(CREMAP values in the present case) in monthly water-balance modeling. CREMAP is a calibration-free ET estima- 
tion method based on MODIS-derived daytime surface temperature values in combination of basic climatic variables, 
such as air temperature, humidity and solar radiation within a Complementary Relationship framework of evapora- 
tion. 
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1. Introduction 

With the free public availability of the ~1-km, global, 
Moderate Resolution Spectroradiometer (MODIS, avail- 
able at https://lpdaac.usgs.gov/lpdaac/products/modis_ 
products_table) data since 2000, the number of remote- 
sensing based, basin-scale evapotranspiration (ET) esti- 
mation methods have seen an unprecedented growth. For 
a review of the available techniques, see [1]. In general, 
the different approaches are based on the application of a 
vegetation index and/or the land surface temperature to 
solve the energy balance equation at the ground. Com- 
mon to all these methods is that they are based on sim- 
plifying assumptions and require some sort of parameter 
calibration, typically aided by precipitation and runoff 
data at the basin scale. Probably the simplest and totally 
calibration-free MODIS-based ET estimation method 
(called CREMAP) was proposed by Szilagyi et al. [2] 
and Szilagyi [3] with subsequent demonstration of its 

effectiveness and practical usefulness in different studies 
(see below), mostly involving groundwater recharge es- 
timation. 

The CREMAP method makes use of the scale of the 
MODIS pixel of about 1-km, by assuming that each pixel 
would contain a mixture of vegetation, thus differences 
in albedo, surface roughness (also assumed to be as much 
influenced by elevation changes within and around a 
given MODIS pixel as by vegetation type) and net radia- 
tion among neighboring cells are considered negligible 
over a flat or rolling vegetated terrain and over the typi- 
cal computational time interval of a month. The method 
estimates the regional monthly evapotranspiration rate 
for each MODIS pixel employing the Complementary 
Relationship (CR) of Bouchet [4] by using the WREVAP 
program of Morton et al. [5] with inputs of monthly mi- 
nimum, maximum air and dew-point temperatures (Prism 
Climate Group [6]), combined with the incident solar 
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radiation data from GCIP/SRB [7]. The regional ET rate 
is then related to the regional mean of the daily surface 
temperature value (Ts) of MODIS (except in the winter 
months when patchy snow cover may grossly violate the 
assumed near constancy of the albedo values), and is 
assumed that deviations of the Ts values among the indi- 
vidual cells from the regional mean are directly propor- 
tional to fluctuations in sensible heat fluxes and, due to 
an assumed spatially constant net radiation term, in latent 
heat fluxes as well, around the CR-obtained regional 
mean. The resulting monthly linear transformations re- 
quire another Ts vs ET pair which can be obtained by 
specifying the ET rate of the coldest, and thus wettest 
MODIS cell in the region, via the Priestley-Taylor [8] 
equation. In the winter months each cell is assigned the 
regional ET rate. 

While the CREMAP ET rates have proven valuable for 
specifying spatially varying regional recharge rates in 
Nebraska and Hungary [9-11], as well as defining net 
recharge to the groundwater as a function of vadose-zone 
depth in the shallow groundwater area of the Platte River 
in Nebraska [12], their practical value in runoff modeling 
has not been investigated, thus motivating the present 
study. 

It is widely accepted among regional groundwater 
modelers that a groundwater model-independent estima- 
tion of the external forcing, such as recharge to the 
groundwater, is highly desirable for groundwater model 
calibration in order to reduce the number of unknown 
parameters as well as to separate uncertainties in the re- 
charge estimates from those of the inherent groundwater 
model parameters, such as the spatially highly variable 
saturated hydraulic conductivity. The same should apply 
to runoff modeling, especially for spatially distributed 
watershed models: “a-priori” knowledge of the relevant 
ET rates should improve model accuracy. Question is 
whether any such “external” ET estimate is accurate 
enough to fulfill such expectations. 

In the present study the state-wide monthly CREMAP 
ET rates of Szilagyi [3] are utilized for the Little Nemaha 
watershed in the south-eastern part of Nebraska, USA 
(Figure 1). 

2. Study Site and Runoff Model Descriptions 

The Little Nemaha watershed (with a drainage area of 
2051 km2 above Auburn, Nebraska) is an agricultural 
catchment, typical of the mid-western region of the US, 
producing mostly corn and soybean [13]. It is a catch- 
ment only negligibly affected by irrigation within the 
state, being situated in the south-eastern portion of it 
where precipitation is the most abundant, 775 mm·yr−1 
for 2000-2009. The climate is continental, with a May- 
June peak in precipitation (P) and a July peak in ET and 

 

Figure 1. Location of the Little Nemaha watershed within 
Nebraska, USA. Daily precipitation and temperature are 
measured at Auburn (A), Nebraska City (NC), Syracuse (S) 
and Tecumseh (T). Daily streamflow rates are from USGS 
station at Auburn (A). 
 
air temperature (T) (Figuer 2(a)). Figure 3 displays the 
spatial distribution of the mean annual P and T values, 
beside the CREMAP ET rates, at the MODIS grid-reso- 
lution, obtained by spatial interpolation, using in- 
verse-distance weighting of the values measured at the 
four climate stations of Figure 1. The area is part of the 
dissected plains region of Nebraska, with a gentle topog- 
raphy underlain by glacial till deposits, with a mean 
depth to the groundwater of about 15 m from the surface. 
The predominant physical soil texture at the land surface 
(generalized from STATSGO data of USDA [14]) is 
clayey loam turning into loam in the stream valleys. As 
Figure 2(b) demonstrates, inter-annual variability of pre- 
cipitation is significant, the 2002-2006 period having had 
experienced a significant drought. 

Daily runoff was simulated by a lumped-parameter 
conceptual model of Jakeman and Hornberger [15]—JH 
model for further reference—over the 2003-2008 period, 
having a complete daily precipitation (as well as tem- 
perature, snow depth and snow accumulation) record, 
and where the starting and ending years denote hydro- 
logic years, beginning in November (the driest non-win- 
ter month in Nebraska, see Figure 2(a)), the previous 
year. The model first transforms the daily precipitation 
rate, ri (mm·d−1), of day i into “excess rainfall” through 
the definition of an antecedent precipitation index, si (−) 
as 

   21 1
1 21 1 ... .i i i is c r r r  
 

        
   (1) 

Here c (d mm−1) is just an adjustment factor ensuring 
that the volume of “excess rainfall” equals the volume of 
observed runoff over the calibration period. The order of 
the polynomial in (1) was set to seven through “trial and 
error”. The variable, τ (−), represents the rate at which  
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Figure 2. Catchment-averaged values: (a) mean monthly P 
(mm), CREMAP-derived ET (mm) and T (˚C); (b) annual P 
(mm), CREMAP-derived ET (mm) and mean T (˚C) of the 
Little Nemaha watershed for the 2000-2009 period. 
 

 

Figure 3. Distribution of the P, T and CREMAP-derived ET 
(from Szilagyi, et al., 2013a) values over the Little Nemaha 
catchment for the 2000-2009 period. The elevation (a.m.s.l) 
distribution at the MODIS resolution is also shown. The 
catchment- and period-averaged values of P, T and ET are: 
775 mm·yr−1, 11˚C, and 650 mm·yr−1, respectively. 
 
catchment wetness declines, a function of the seasons, 
expressed in the form as  

   30
0 .mg T

mT e                 (2) 

Tm is the catchment-averaged mean air temperature (˚C) 
in month m (= 1,…,72), g (˚C−1) is a temperature modu- 
lation factor, and τ0 is the reference value of τ. Excess 
rainfall, ui (mm d−1), then obtained as the product of the 
actual si and ri values, subsequently transformed into 
runoff via the help of two parallel linear reservoirs, with 
storage coefficients kq and ks (d−1) for quick- and slow- 

flow responses, with simultaneous inputs to them as αui 
and (1 − α)ui, respectively, where α (−) is a constant mul- 
tiplier from the (0, 1) range. The original JH model de- 
scribed thus far was amended by considerations of snow. 
During winter months excess rainfall is taken to be zero 
on days with reported snow accumulations and is aug- 
mented by melt-water of snow, whenever reported snow 
depth values decrease between consecutive days. By 
“trial and error” during model calibration (see below) the 
factor that best transformed reported snow-depth values 
in mm to water depth in mm was 0.01. This value is a 
magnitude smaller than the typically applied snow-water 
equivalent, but it also accounts for any sublimation and 
evaporation of snow across the watershed before the 
snow appears as runoff. The resulting model has five 
parameters to calibrate, i.e., τ0, g, α, kq and ks, similar to 
the original JH model. 

Runoff at the monthly time-scale was simulated by a 
modified version of a simple distributed-parameter wa- 
ter-balance model of Vorosmarty et al. [16] and Szilagyi 
and Vorosmarty [17] over the 2000-2009 calendar years. 
The model tracks the soil moisture, SM (mm), of the root 
zone of the vegetation with rooting depth, RD (m), and 
field capacity, FC (−), values specified at each MODIS 
cell, derived from knowledge of the vegetation type and 
physical soil texture. Table 1 lists the values employed 
in this study. Open water surfaces and wetlands did not 
contribute to runoff, which involved only two cells. The 
assumed maximum rate of cell ET (ETmax in mm·mo−1) 
each month was first estimated by the Jansen-Haise [18] 
equation as 

 2
max 1.6742 10 0.014 1.8 32 0.37 .s mET R T n        (3) 

Rs (cal·cm−2·d−1) is the incident solar radiation, n is the 
number of days within the month, and Tm (˚C) is the 
monthly mean air temperature of the cell. As an alterna- 
tive, ETmax was also estimated by the Priestley-Taylor [8] 
equation as 

  1

max 1.26 .nET R              (4) 

δ (hPa·K−1) is the slope of the saturation vapor pres- 
sure curve at the monthly mean air temperature, γ 
(hPa·K−1) is the psychrometric constant and Rn is net 
radiation (expressed in water-depth equivalent of mm·mo−1) 
at the surface. The monthly Rn estimates came from the 
WREVAP model as watershed representative values. The 
monthly changes in SM (i.e., ΔSM) are calculated as fol- 
lows 

  max, &SM P ET t P ET SM FC          (5) 

max0 , &SM P ET SM FC         (6) 

 max max, .SM ET P SM t P ET          (7) 
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Table 1. Field capacity and rooting depth values employed in the monthly runoff model as functions of physical soil type and/ 
or vegetation (after Vorosmarty et al. [16]; Szilagyi and Vorosmarty [17]). 

 Rooting depth (m) 

Soil texture Field capacity (−) Forest Agricultural crop Urban, barren Open water, wetlands 

Clay 0.35 1.17 0.67 0.34 0 

Clayey loam 0.32 1.6 1 0.5 0 

Loam 0.29 2 1.25 0.63 0 

 
β (mm−1), the slope of the moisture-retention curve, 

empirically estimated as 

   1.2756
ln 1.1282 .FC FC       (8) 

FC is specified in mm (i.e., FC [mm] = 1000 FC[−]× 
RD). ET is estimated as ETmax whenever P > ETmax, and as 
the difference in precipitation rate and (negative) soil 
moisture change, provided P < ETmax. 

Excess monthly rainfall occurs in the model as the 
difference in estimated SM and FC (mm) in each cell 
whenever SM > FC (mm), thus reducing SM to FC in 
such months. The excess rainfall values of the individual 
cells are subsequently averaged over the cells to obtain 
one um (m = 1,…, 120) value for each month. A part of 
excess rainfall [i.e., (1 – α)um] then is routed through a 
single linear reservoir, representing slow-flow response 
of the entire catchment (not individual MODIS cells), by 
expressing α with the help of a power function as 

 max .m mu u


         (9) 

max
mu  is the largest simulated monthly excess rainfall 

value, and ω (–) and λ (–) are parameters to be calibrated. 
Note that quick-flow response, i.e. αum, is not routed in 
the monthly time-scale. To account for high intensity 
rains and the ensuing runoff even at the monthly time- 
scale, a constant threshold value, Pth (mm·d−1), was ap- 
plied above which daily precipitation rates contributed 
directly (i.e., this portion of the daily precipitation did 
not go through the soil moisture accounting procedure) to 
monthly quick-flow response. Note that this way even at 
the monthly time-step the daily precipitation values were 
utilized, not typical in modeling at a monthly time-scale. 
The monthly model has four parameters to calibrate: Pth, 
ks (mo−1), ω and λ. 

Calibration of both models was performed by setting 
intervals for the individual parameters and trying out 
different parameter values within those intervals via sys- 
tematically increasing the parameter values by prede- 
fined increments starting at the minimum value of the 
parameter ranges. The value of the explained variance 
(R2) in runoff was set as the objective function. As cali- 
bration progresses, both the intervals and the increments 
can successively be decreased once optimal values are 

reached for each parameter at a given increment value, 
until a predefined accuracy is reached in the parameter 
values. Because of the relative shortness of the available 
data (6 and 10 years, respectively) as well as the low 
number of flood events, the data periods were not further 
subdivided into calibration and verification periods, 
rather, we trained the models with all the available data. 
Also, the aim was not to use the models for future simu- 
lations with the calibrated parameter values but rather to 
compare their calibrated performances with and without 
the monthly CREMAP ET data. 

The monthly model with the Jensen-Haise equation 
seriously underestimated runoff by about 60% due to an 
overestimation of ETmax in general, in comparison with 
the maximum CREMAP ET values each month. As a 
result, there could always be found a combination of ω 
and λ values that improved the R2 and at the same time 
worsened the ratio of simulated and observed runoff (RR) 
values ever more slightly, due to a near-flat objective 
function section in the ω vs λ space. The problem has 
been avoided by replacing the Jensen-Haise equation 
with the Priestley-Taylor one. The below results are 
therefore for this modified version (i.e., employing the 
Priestley-Taylor equation) of the original model of Vo- 
rosmarty et al. [16]. 

3. Results and Discussion 

After calibrating the models (Table 2), both models had 
to be slightly modified for inclusion of the external ET 
data and be recalibrated. For the JH model Equation (2) 
became 

  1
0 exp 1 .m m CRg P T ET            (10) 

ETCR (mm·mo−1) is the watershed-averaged CREMAP 
ET rate linearly interpolated from the monthly values to 
the given day; mT   is the monthly mean air temperature, 
replaced by zero for months with negative values, and g 
now is in degree centigrade. By Equation (10) catchment 
wetness declines fast when it is hot [as with Equation (2)] 
and humid, i.e., ET is high as well. This last condition is 
the extra information that comes from the CREMAP ET 
values. By containing the product of the Tm and ET val- 
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Table 2. Calibrated model-parameter values with and with- 
out the inclusion of the lumped or spatially distributed 
CREMAP ET rates. 

Daily model 
parameters 

Value without 
CREMAP ET 

Value with CREMAP 
ET, Lumped 

τ0 (−) 1 1 

g[˚C−1 (˚C with CREMAP ET)] 0.4 1540 

α (−) 0.75 0.76 

kq (d
−1) 1.25 1.25 

ks (d
−1) 0.033 0.033 

Monthly model parameters  Lumped Distributed

Pth (mm d−1) 35 35 35 

ω (−) 0.34 0.58 0.57 

λ (−) 0.29 0.46 0.46 

ks (mo−1) 2.19 1.36 1.49 

 
ues, and not just the latter, Equation (10) in a way cor- 
rects for incorrect ET rates coming from a linear interpo- 
lation between consecutive monthly ET values, since in a 
colder day it can in general be expected that wetness de- 
clines in a slower pace (and actual ET is smaller than the 
interpolated value), and vice versa, on a hot day faster, 
than what results from the interpolation, derived from 
average monthly conditions. 

In case of the monthly model, ETmax is replaced by the 
CREMAP cell-ET rate and Equation (7) becomes  

 SM P ET t               (11) 

utilizing CREMAP ET values, with runoff occurring 
whenever the updated SM is larger than FC of the 
given MODIS cell. In the rare occasions when nega-
tive SM would occur, the SM value is set to zero. Note 
that this cannot happen with the analytical solution of 
Equation (7), describing a linear reservoir with expo-
nentially decaying outflow as 
SM(t + Δt) = SM(t)exp{β[P(t) − ETmax(t)]}. Table 3 lists 
the different measures of model performance. For the 
daily model, inclusion of the watershed-averaged month- 
ly CREMAP ET values left model efficiency practically 
the same, since the gain is only a few percent at most in 
any of those measures. This is in accordance with the 
findings of Oudin et al. [19], who did a similar experi- 
ment, since the CREMAP ET values, when averaged 
over an area (in this case the Little Nemaha watershed) 
approximate the CR-obtained regional ET rate, the same 
Oudin et al. [19] applied in their study. The explanation 
for the current study is that the monthly ET rates cannot 
fully explain the daily variability of the different physical 
factors that influence runoff, especially if the physical 
processes involved are non-linear. Note that the shorter 

the interval the CR is applied for, the less reliable its pre- 
dictions, as was noted by Morton et al. [5], which in turn 
may largely explain why Oudin et al. [19], utilizing the 
CR at a daily time-step, did not succeed with their runoff 
simulation improvement experiment. Figure 4 displays the 
measured and simulated runoff values for a selected period. 

At the monthly time-step, however, a slight model im- 
provement is perceptible (Figure 5) with the inclusion of 
the CREMAP ET rates, either as spatially distributed or 
catchment-averaged values. Explained variance, R2, in- 
creased from 67% to 70%, surpassing the 68% value of 
the daily model. The root-mean-square-error (RMSE) of 
the monthly model with lumped or distributed CREMAP 
 

 

Figure 4. Sample measured (blue line) and simulated (red 
crosses) daily runoff values (mm) for 20 March 2007-15 
January 2008, without the interpolated CREMAP ET rates. 
Daily precipitation [top blue line (mm)] and air tempera- 
ture values [green dashes (˚C)] are also shown. 
 

 

Figure 5. Measured (blue line) and simulated monthly run- 
off values (mm) from January 2000 to December 2009, with 
(red crosses) and without (black dots) the spatially distrib- 
uted CREMAP ET rates. Monthly precipitation [top blue 
line (mm)] and air temperature values [green dashes (˚C)] 
are also shown.   
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Table 3. Model performance measures: R (−) is correlation coefficient, R2 is explained variance, RMSE (mm) is root-mean- 
square-error, NSC (%) is the Nash-Sutcliffe performance indicator, RR (−) ratio of modeled and measured runoff over the 
modeling period (2003-2008 and 2000-2009, respectively). 

 
Daily 
model 

Daily model with 
lumped CREMAP ET 

Monthly model 
Monthly model with lumped 

CREMAP ET 
Monthly model with 

CREMAP ET 

 2003-2008 2003-2008 2000-2009 2003-2008 2000-2009 2003-2008 2000-2009 2003-2008

R 0.81 0.82 0.82 0.84 0.83 0.86 0.84 0.86 

R2 0.66 0.68 0.67 0.71 0.7 0.74 0.7 0.74 

NSC 66 67 63 62 41 72 43 72 

RMSE 0.75 0.73 10.82 11.64 13.67 10.11 13.43 9.97 

RR 0.96 0.96 0.72 0.59 1.14 0.91 1.15 0.93 

 
ET over the 2003-2007 period of the daily model has 
become smaller (10.11 and 9.97 mm) than that of the 
daily one (10.27 mm) with its runoff aggregated for the 
months. A somewhat larger improvement can be seen in 
the Nash-Sutcliffe model efficiency (NSC = 1 – RMSE2/V, 
where V is variance of the measured runoff) indicator, 
i.e., 67% vs 72%, and an even larger one in the R2 values 
of 0.68 vs 0.74 between the daily and monthly model 
outputs for the same period. The largest overall change 
due to the inclusion of CREMAP ET values can be ob- 
served in the simulated to measured runoff ratios, both in 
the 2000-2009 and 2003-2008 periods: from an underes- 
timation of 28% to an overestimation of 14% - 15%, and 
from an underestimation of 41% to only 7 - 9 percent, 
respectively. Note that the daily model too has a 4% un- 
derestimation even though excess rainfall is tuned via the 
adjustment factor, c, to the observed runoff volume. A 
difference in runoff volumes is only possible due to the 
storage delay of the slow-flow component. The only case 
when a model performance indicator value listed in Ta-
ble 3 would not improve with the inclusion of the 
CREMAP ET values is the NSC value for the entire 
2000-2009 period. The sole reason for it is the significant 
underestimation of watershed ET in month 17 (i.e., May, 
2001) with the largest daily and monthly precipitation 
sums of 79 and 312 mm, respectively, and the largest 
measured daily runoff rate of ~28 mm, within the period. 

It is interesting to note that the lumped monthly 
CREMAP-ET values yielded practically the same model 
performance (and similar calibrated parameter values) as 
the distributed ET rates. The reason must to a certain 
extent lie in the lumped treatment of the individual cell 
runoff rates and/or in the fact that different spatial distri- 
butions of excess rainfall may indeed generate similar 
runoff. 

Some difference can be found in the calibrated value 
of the slow-flow storage coefficient between the daily 
and monthly models. In the daily model average resi- 
dence time (i.e., ks

−1) of water within the ground is about 

a month, while in the monthly model it is about 15 - 20 
days. In the daily model about 25% of the simulated run- 
off originates from slow-flow response (in either case, 
with or without CREMAP ET), while in the monthly 
model it is 44% and 39% (with—either lumped or dis- 
tributed—or without CREMAP ET). Szilagyi et al. [20], 
employing an objective base-flow-separation algorithm 
with long-term (i.e., longer than 30 years) daily discharge 
measurements at Auburn, Nebraska obtained a base-flow 
index (i.e., slow-flow contribution to runoff) of about 
40% - 45%, close to the current monthly model’s result. 
Note that in the monthly model, distribution of excess 
rainfall into quick- and slow-flow responses is dependent 
on the rainfall amounts (Equation (9)), while in the daily 
model, it is a fixed fraction, set by a constant α value. 

4. Conclusion 

The focus of the present study was to demonstrate that 
remote sensing based ET estimates (more specifically the 
CREMAP ET values of Szilagyi [3]) can be of a quality 
that may improve existing simple daily rainfall-runoff 
transformation and/or monthly water-balance model si- 
mulation results. While the improvement in the former 
case was hardly perceptible, it was somewhat more sig- 
nificant in the latter. This is not surprising since the 
CREMAP ET values are at a monthly time-scale there- 
fore they are not capable of sufficiently recreating the 
daily variability of ET (as a loss-term) through a simple 
linear interpolation between consecutive monthly values 
to estimated daily ET rates, necessary for daily rainfall- 
runoff transformations. With monthly water-balance cal- 
culations this restriction is absent. Future routine applica- 
tion of CREMAP-derived ET rates may boost model ef- 
ficiency of existing distributed watershed models that run 
on a monthly basis in areas where the CREMAP method 
is applicable. The distributed ET rates may also help with 
the calibration of distributed model parameters, a task not 
present in the current water-balance model where such 
parameter values were “a-priori” fixed based on soil and 
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vegetation cover data. The spatially distributed ET esti- 
mation method of CREMAP has the distinguished prop- 
erty of not requiring any calibration. The tradeoff is that 
it cannot be applied over arbitrary areas, e.g., over moun- 
tainous and/or arid regions. While remote sensing based 
ET estimation is a fast evolving arena with ever more 
complicated and data-intensive methods appearing, typi- 
cally requiring some sort of calibration based on, e.g. the 
application of vegetation indices, there is no reason why 
not to try out and employ existing simple methods, espe- 
cially if those are calibration-free and therefore add no 
additional burden to the necessary calibration of the ground- 
water and/or runoff model in question. 
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